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Chap 3-2

Outline

▪Data integration and transformation

▪Data reduction 

• Summary
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Chap 3-3

Learning Outcome

At the end of this lecture, students will be able to:

  

To explore the appropriate technique for data 

pre-processing.
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Data Integration

• Combines data from multiple sources into a coherent store 

• Identify real world entities from multiple data sources

Integrate metadata from different sources.

Detecting and resolving data value conflicts : 

- For the same real world entity, attribute values from different sources are different 

- Possible reasons: different representations, different scales

Data

Integration

Schema
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Handling Redundancy in Data 
Integration

Redundant attributes may be 
able to be detected by 
correlation analysis 
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Learning Objective 
(Correlation Analysis)

❖TO DRAW A SCATTER PLOT FOR A SET 

OF ORDER PAIRS.

❖TO COMPUTE THE CORRELATION 

COEFFICIENT.
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Statistical Method
❖CORRELATION IS A STATISTICAL METHOD 

USED TO DETERMINE WHETHER A LINEAR 

RELATIONSHIP BETWEEN VARIABLES EXISTS.
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Statistical Questions
1. ARE TWO OR MORE VARIABLE RELATED?

2. IF SO, WHAT IS THE STRENGTH OF THE 

RELATIONSHIP?

3. WHAT TYPE OR RELATIONSHIP EXISTS?

4. WHAT KIND OF PREDICTIONS CAN BE 

MADE FROM THE RELATIONSHIP?
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Scatter diagram

❑A SCATTER PLOT IS  GRAPH OF THE ORDER PAIRS 
𝑥, 𝑦  OF NUMBERS CONSISTING OF THE 

INDEPENDENT VARIABLE, 𝑥 , AND THE DEPENDENT 
VARIABLE, 𝑦 ARE PLOTTED BY USING CARTESIAN 
COORDINATES

❑A SCATTER PLOT IS A VISUAL WAY TO DESCRIBE THE 
NATURE OF THE RELATIONSHIP BETWEEN THE 
INDEPENDENT AND DEPENDENT VARIABLE MEASURED 
ON THE SAME INDIVIDUALS.
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Scatter diagram
❖ IN EXAMINING A SCATTER DIAGRAM, LOOK FOR AN OVERALL 

PATTERN SHOWING THE

a) FORM ( LINEAR RELATIONSHIP, CURVED RELATIONSHIP, 
CLUSTERS)

b) DIRECTION ( POSITIVE OR NEGATIVE ASSOCIATION)

c) STRENGTH OF THE RELATIONSHIP

d) OUTLIERS 

❖ WHEN THE POINTS ON THE SCATTER DIAGRAM APPEAR TO 
LIE NEAR A STRAIGHT LINE, KNOW AS REGRESSION LINE. 
THEN, THERE IS A LINEAR CORRELATION (LINEAR 
RELATIONSHIP) BETWEEN TWO VARIABLE.
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Correlation and Cautions 
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Direction of Correlation
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Scatter plot example

Positive and Linear Negative and Linear

Negative and Non- Linear No Relationship

r =1 r = -1

r =0r = - 0.3



May2024 _HK

Correlation Coefficient
➢THE STRENGTH OF A LINEAR RELATION BETWEEN 𝑥  

AND 𝑦 VARIABLES IS DETERMINED BY THE 
CORRELATION COEFFICIENT DENOTED BY 𝑟.

➢WHEN THERE IS NO LINEAR RELATIONSHIP BETWEEN 
THE VARIABLES OR ONLY A WEAK RELATIONSHIP, THE 
VALUE OF 𝑟 WILL BE CLOSED TO 0.
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Formula for the correlation 
coefficient, 𝑟
✓ DEVELOPED BY KARL PEARSON IN THE EARLY 

1900S.

✓ THE PEARSON’S PRODUCT MOMENT COEFFICIENT 
IS A NUMERICAL MEASURE.

𝒓 =
𝒏 σ 𝒙𝒚 − σ 𝒙 σ 𝒚

𝒏 σ 𝒙𝟐 − σ 𝒙 𝟐 𝒏 σ 𝒚𝟐 − σ 𝒚 𝟐

WHERE 𝑛 IS THE NUMBER OF DATA PAIRS.



Statistics for Managers Using Microsoft Excel® 7e Copyright ©2014 Pearson Education, Inc.

Data Transformation
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Chap 3-17

Data Transformation: Normalization

 Z-score normalization (μ: mean, σ: standard 
deviation):The standard normal distribution is a normal 
distribution with a mean of 0 and a standard deviation of 
1.

 It is also called as z-distribution.
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Chap 3-18

Z-Score

 A z-value is the distance between a selected value, designated 
𝑋, and the population mean 𝜇, divided by the population 
standard deviation, 𝜎.

 The formula is:

 z-scores make it easier to compare data values measured on 
different scales.
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Chap 3-19

Z-Score
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Quick Test (Analyze The Data)

Chap 3-20



May2024 _HK

Quick Test (Analyze The Data)

Chap 3-21
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Quick Test (Analyze The Data)

Chap 3-22
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Method for obtaining  probability (area) 

under a Standard Normal Curve

1) Find the area to the left of 𝑍 = 𝑧0

2) Find the area to the right of 𝑍 = 𝑧0

3) Find the area between 𝑍 = 𝑧0 and 𝑍 = 𝑧1

❖ The standard normal table can find the area (probability) under 

the standard normal curve.

❖ The table used in this topic is the “between the mean 0 and the 

listed value of z” standard normal table.
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Example:

Find the area under the standard normal 
curve:

a) Between 𝑧 = 0 and 𝑧 = 1.95
b) Area to the right of 𝑧 = 2.32
c) Area to the right of 𝑧 = −0.75
d) Area to the left of 𝑧 = −1.54
e) Between 𝑧 = −2.17 and 𝑧 = 0
f) Between 𝑧 = −1.56 and 𝑧 = 2.31
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Data Reduction Strategy

❖Why data reduction?
• A database/data warehouse may store terabytes of data
• Complex data analysis/mining may take a very long time to run on the 
complete data set
❖Data reduction 
• Obtain a reduced representation of the data set that is much smaller in 
volume but yet 
produce the same (or almost the same) analytical results
❖Data reduction strategies
• Dimensionality reduction — e.g., remove unimportant attributes
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Chap 3-27

Dimensionality Reduction: Principal 
Component Analysis (PCA)
❖Given N data vectors from n-dimensions, find k ≤ n orthogonal vectors (principal 

components) that can be best used to represent data 
❖Steps
• Normalize input data: Each attribute falls within the same range
• Compute k orthonormal (unit) vectors, i.e., principal components
• Each input data (vector) is a linear combination of the k principal component vectors
• The principal components are sorted in order of decreasing “significance” or strength
• Since the components are sorted, the size of the data can be reduced by eliminating 
the weak components, i.e., those with low variance. (i.e., using the strongest principal 
components, it is possible to reconstruct a good approximation of the original data
❖• Works for numeric data only
❖• Used when the number of dimensions is large
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Summary

❖Data preparation or preprocessing is a big issue for both data 
warehousing and data mining

❖Descriptive data summarization is need for quality data preprocessing

❖Data preparation includes
• Data cleaning and data integration
• Data reduction and feature selection

❖ A lot a methods have been developed but data preprocessing still an 
active area of research
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